Resolution of interatomic distances in the study of local atomic structure distortions by energy-restricted x-ray absorption spectra
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Applicability of the existing criteria for signal frequencies resolution to the problem of close interatomic distances determination by energy-restricted x-ray absorption spectra is studied within the approach based on the Fourier transformation and fitting procedures. Without losing generality, theoretical signals \( \chi(k) \) of different \( k \) dependencies are used and among them—the signals \( \chi(k) \) of x-ray absorption spectroscopy (XAS) is the photoelectron’s wave number. The last ones are calculated at different values of two interatomic distances \( R_1 \) and \( R_2 \) in a model of radial distribution of coordinating atoms in relation to the absorbing center, including the values of distances, which can’t be resolved \( \text{a priori} \) according to the criteria. It is revealed that the boundary value of \( \Delta R = |R_2 - R_1| \), at which the model of local structure distortions can be distinguished among other alternative ones by the used approach depends strongly upon the coincidence of the functional form of \( k \) dependence used for the fitting function with that of the studied signal \( \chi(k) \), well known in x-ray absorption spectroscopy. In the case of coincidence, the boundary value of \( \Delta R \) obtained by the restricted intervals \( \Delta k \sim 3 \) or \( 4 \) \( \text{Å}^{-1} \) is approximately ten times smaller than that predicted by the existing criteria. The effect of statistical noise in spectrum intensity on the established \( \Delta R \) value is analyzed.
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I. INTRODUCTION

Atomic and electronic structures of materials at changing external conditions undergo various changes, resulted in phase transitions, reconstruction of the surface and changes in atoms valences. To determine the relation between performance and structures at these conditions, detailed information of their local atomic structure must be available, which can be obtained via new developed experimental techniques. One of the most effective techniques is provided by x-ray absorption spectroscopy (XAS), which is element specific and can be applied at extreme conditions. However, the spectra measured at these conditions are often restricted in energy: (i) for heterogeneous catalysts XAS measurements require time resolution, which limits the data range to the near edge (x-ray appearance near-edge structure) region;\(^1,2\) (ii) for materials under pressure the spectra are restricted due to the presence of Bragg's reflections from the diamond anvils;\(^3\) (iii) at high temperatures the increased values of the Debye-Waller (DW) parameter diminish strongly the oscillations of the extended x-ray absorption fine structure (EXAFS) at large values of photoelectron wave numbers (\( k \)). For application of XAS to the study of materials' local structure by energy-restricted spectra several techniques for quantitative analysis are developed\(^4-8\) which often give the accuracy of the determined structural parameters for atom’s coordination in amorphous or poorly ordered structures not worse than that provided by EXAFS. In the approach of \(^8\), the Fourier transformation (FT) of spectrum is performed and the difficulties of structural analysis by the fitting procedure with limited number of varied parameters are overcome using the values of nonstructural parameters, established by appropriate reference compounds.\(^9\) The application of the approach to these compounds in Refs. \(^9\) and \(^10\) revealed that interatomic distances between the absorbing and the first neighboring atoms are determined with uncertainty of \( \sim 0.01 \text{ Å} \) by energy-restricted spectra.

In spite of the obtained results, the application of these techniques is restrained since the local-structure distortions are often characterized by the difference in interatomic distances \( \Delta R \sim 0.1 \text{ Å} \) in radial distribution of coordinating atoms around the absorbing one, which is less than the boundary values for distances resolution, estimated by the widely used criterion.\(^11\) In the present paper the eligibility of application of this criterion to XAS, particularly within the approach based on FT and fitting procedures for structural parameters determination, is studied (Sec. II), using the calculated signals with various functional forms of \( k \) dependence and at different values of \( \Delta R \), including the ones, which can’t be resolved \( \text{a priori} \) according to the analyzed criterion. The performed analysis gives the boundary values of \( \Delta R \) in the model of distortions for coordinating atoms polyhedron, at which this model can be distinguished among others. The effect of statistical noise in intensity of spectrum on the established boundary values of \( \Delta R \) is studied in Sec. III.

II. CRITERIA FOR INTERATOMIC DISTANCES RESOLUTION AND THEIR APPLICABILITY TO X-RAY ABSORPTION SPECTROSCOPY

In accordance with the signals theory\(^12\) a certain function of time \( f(t) \), which exists in the finite interval \([0, \tau]\) [so that \( f(t) = 0 \) for \( t < 0, t > \tau \)] and has a restricted frequencies spectrum with a maximum frequency \( \omega_{\text{max}} \) is completely defined by limited set of independent parameters. The number of these parameters (or the degree of freedom \( N_{\text{idp}} \)) is determined by expression

\[
N_{\text{idp}} = \frac{\omega_{\text{max}} - \tau}{\pi} + 1.
\]

This result follows from the expansion of \( f(t) \) in Fourier series and at the same time is a consequence of the sampling
method applied to $f(t)$. In this method the function is represented as a sampled one $f(t_m)$, defined in the sampling points $t_m, m=1, 2, 3, \ldots, N_{\text{idp}}$. The sampling step $\delta t$ in the $t$ scale $\delta t = \pi/N_{\text{idp}}$ corresponds to the Nyquist frequency $\omega_{\text{max}}$, and the frequency resolution $\delta \omega$ in the conjugate $\omega$ scale, which characterizes the number of the distinguished frequencies in the $f(\omega)$ spectrum is given by

$$\delta \omega = \omega_{\text{max}}/N_{\text{idp}}.$$

(2)

To apply this result to x-ray absorption spectroscopy, the conjugate variables $t$ and $\omega$ should be replaced with $k$ and $2R$, respectively, as: $\tau \rightarrow \Delta k = (k_{\text{max}} - k_{\text{min}})$—the extension of XAS signal in the scale of photoelectron wave numbers and $\omega \rightarrow 2R$—the frequency in the conjugate scale of interatomic distances. As a result, Eq. (1) can be rewritten as

$$N_{\text{idp}} = \frac{2R_{\text{max}} \Delta k}{\pi} + 1. \quad (3)$$

In last expression it is possible to extract the resolution $\delta R$ of interatomic distances, defined according to Eq. (2) as $\delta R = R_{\text{max}}/N_{\text{idp}}$ and obtain

$$\delta R = \frac{\pi}{2 \Delta k} \left(1 - \frac{1}{N_{\text{idp}}} \right). \quad (4)$$

For EXAFS analysis the extension of signal $\chi(k)$—the normalized EXAFS function $\chi(k)$ in the $k$ scale is $0.15 - 10\text{ Å}^{-1}$. For such an extended $\chi(k)$ signal, Eq. (3) gives $N_{\text{idp}} \sim 10$, so the second term in Eq. (4) is negligible and therefore

$$\delta R = \pi/(2 \Delta k). \quad (5)$$

The last expression establishes the estimating criterion for interatomic distances resolution which is used in the EXAFS data analysis. According to it, two distances $R_1$ and $R_2$ from the absorbing center to the neighboring atoms, can not be resolved by the FT analysis of $\chi(k)$ over the available $\Delta k$ interval if their difference is smaller then $\delta R$, i.e., if

$$\Delta R < \delta R = \pi/(2 \Delta k).$$

The estimation by Eq. (5) gives the resolution limit of $\sim 0.15$ Å for $\Delta k \sim 10$ Å$^{-1}$ in EXAFS analysis. However, if the restricted $k$ intervals ($\Delta k \sim 3$ or 4 Å$^{-1}$) are used then Eq. (3) gives $N_{\text{idp}} \approx 4$ and estimation of the limit for distances resolution must be performed by Eq. (4), which gives the value of $\delta R \sim 0.4$ Å. As was mentioned above, the presented values of limits for $R$ resolution, provided by Eqs. (4) and (5), restrain the application of XAS to the analysis of local atomic-structure distortions, often characterized by the smaller values of $\Delta R \sim 0.1$ Å.

It must be emphasized, however, that the used expressions (4) and (5) are obtained under the general formulations of the sampling method and the Fourier analysis, applied to the arbitrary shape signals while in x-ray absorption spectroscopy the functional form of $k$ dependence of $\chi(k)$ is well known.\textsuperscript{15} Besides, the mentioned above boundary conditions for the signals, used to derive Eqs. (4) and (5), are weakly suitable for the studied XAS signals and as was marked in\textsuperscript{16} “the definition of $N_{\text{idp}}$ can provide only a rough estimate of this number” (mainly because of the uncertainties in the choice of $\omega_{\text{max}}$ or $2R_{\text{max}}$—authors comment). To avoid the use of the criteria based on $N_{\text{idp}}$ notion, statistical procedures for nonlinear fitting were adopted for error evaluation problem in the structural analysis performed by EXAFS.\textsuperscript{16}

The aim of this work is to establish the eligibility of application of the expressions (4) and (5) for resolution of close interatomic distances in the structural analysis performed by energy restricted XAS and especially in the determination of local structure distortions, often performed by the approach.\textsuperscript{9,17} In this approach the structural distortions around the absorbing atom are studied by the FT of experimental spectrum and the following fit of its Fourier image $\{F(R)\}$, performed by alternative models for radial distribution of coordinating atoms in relation to the absorbing one. Within the fit, the widths and the asymmetry of the coordinating atoms Fourier peak for the studied $\chi(k)$ and for the $\chi(k)$ of each model are compared in the same $\Delta k$ intervals. The choice of an adequate model is made by the obtained values of the reduced square residual function, denoted as $\chi^2$ and defined by the expression\textsuperscript{18}

$$\chi^2 = \frac{N_{\text{idp}}}{N_{\text{vary}}} \sum_{i=1}^{N} \{[\text{Re}[F_{\text{data}}(R_i) - F_{\text{model}}(R_i)]]^2$$

$$+ \{\text{Im}[F_{\text{data}}(R_i) - F_{\text{model}}(R_i)]\}^2 \} \quad (6)$$

where $N$ is the total number of signal’s points; $\nu = N_{\text{idp}} - N_{\text{vary}}$ is the number of degrees of freedom in the fit with the number of variables $N_{\text{vary}}$; $\xi$ is the single value of the uncertainty in the measurement. The values of $\chi^2$ characterize the goodness of the fits and are used for comparison of fits with different number of variables.\textsuperscript{18} Moreover, the choice of the model is made by the values of DW parameter ($\sigma^2$), which characterizes both the atomic thermal motion and the degree of account of structural distortions by the used fit model.\textsuperscript{17}

We apply this approach to theoretical functions $\chi(k)$ with various functional forms of $k$ dependence. Each $\chi(k)$ is calculated either by its analytical expression, using different values of signal’s parameters, or by FEFF8 code\textsuperscript{19}—for XAS-like signals. In the last case, different numbers and values of interatomic distances $R_i (i=1, 2, \ldots)$—depending upon the studied model of structural distortion—are used. Without losing generality, these $\chi(k)$ are considered then as the unknown signals for our analysis of applicability of the expressions (4) and (5) in XAS study.

A. Signals $\chi(k)$ with $k$ dependence, differed from that of the fitting function

In x-ray absorption spectroscopy the approach is used, based on the account of photoelectron scattering paths in the vicinity of the absorbing atom.\textsuperscript{20,21} In this approach the function $\chi(k)$, which contains information of atom’s local structure, is represented as a sum of terms
where \( i_{\text{max}} \) is the total number of considered scattering paths, \( \chi(k) \) is the contribution of \( i \)th scattering path. For the single scattering path (absorbing atom—\( i \)th neighboring atom) this term is determined by the expression

\[
\chi_i(k) = N_i S_i^0 \left[ \frac{f_i(\pi, k)}{k R_i} \right] \sin(2k R_i + \arg f_i(\pi, k) + 2\delta_i) \times \exp(-2\sigma^2 k^2) \exp \left( -\frac{2R_i}{\Lambda(k)} \right)
\]

where \( N_i \) is the number of identical \( i \)th paths, \( f_i(\pi, k) \) is the backscattering amplitude for \( i \)th neighboring atom, \( \sigma_i^2 \) is the mean-free path for \( i \)th path, \( S_i^0 \) is the reduction factor used to account for intrinsic losses, \( \Lambda(k) \) is the mean-free path of photoelectron, \( l=1 \) for \( K \) absorption. This approach, with an accuracy of the use of a complex momentum for photoelectron scattering, is realized for generation of fitting function \( \chi(k) \) in FEFFIT code.\(^{22}\) The fit with \( i_{\text{max}}=1 \) is often named as a single-shell fit, \( i_{\text{max}}=2 \)—two-shells fit, etc.

To differ from the \( k \) dependence of the fitting function [Eq. (8)] of FEFFIT, the first signal \( \chi(k) \) to be studied was generated as a sum of two terms

\[
\chi(k) = (\chi_1(k) + \chi_2(k)) \exp(-2\sigma^2 k^2),
\]

where each of the two functions \( \chi_i(k) (i=1, 2) \) is periodical, with a period \( 2\pi/R_i \) and is determined as

\[
\chi_i(k) = \left\{ \begin{array}{ll}
N_i \cdot \frac{2R_i}{\pi} \left( k - n \frac{2\pi}{R_i} \right), \\
N_i \cdot \left[ 2 - \frac{2R_i}{\pi} \left( k - n \frac{2\pi}{R_i} \right) \right]
\end{array} \right.
\]

For each model the fitted variables were \( R_i \) (\( i=1, 2, \ldots \)—depending upon the model) and \( \sigma^2 \) (the same for all \( \chi_i \)). As an example, in Figs. 1(a) and 1(b) the function \( \chi_1(k) \) and the total signal \( \chi(k) \), calculated for \( \Delta R=0.2 \) Å, are presented. In Figs. 1(c) and 1(d) \( F(R) \) of \( \chi(k) \), obtained for \( \Delta k=10 \) Å\(^{-1} \) and \( \Delta k=3 \) Å\(^{-1} \), are compared with the results of their fit by the “true” (3+1) model [here and in the fol-
owing, the designation true is applied to the model, which was used for initial generation of the studied signal χ(k).

The goodness of the fits, performed by some of the considered models, is compared in Fig. 2(a) for FT of χ(k) over Δk=10 Å⁻¹ and in Fig. 2(b)—over Δk=3 Å⁻¹. The comparison shows that if the extended Δk=10 Å⁻¹ is used then the true (3+1) model is restored among other models beginning from ΔR=0.1 Å and gives the correct values of its parameters R₁=2.0, R₂=2.13 Å, and σ²=0.005 Å². However, if the short k interval Δk=3 Å⁻¹ is used then the true (3+1) model is distinguished among others beginning from ΔR=0.5 Å and gives the correct values of its parameters R₁=2.0, R₂=2.5 Å, and σ²=0.005 Å².

As can be seen, the true model of the studied signal χ(k) is distinguished among others by the used approach beginning from the boundary values of ΔR, which are in good agreement with those, estimated by expressions (4) and (5).

These results are completely confirmed by the same FT analysis over Δk=10 Å⁻¹ and Δk=3 Å⁻¹ of the signal χ(k) generated by Eq. (9) as a sum of two terms χ(k) (i=1,2), determined as a periodic consequences of semicircles

\[
\chi_i(k) = \begin{cases} 
N_i \sqrt{\left(\frac{\pi}{2R_i}\right)^2 - (k - \frac{\pi}{2R_i} - \frac{n2\pi}{R_i})^2}, & \frac{2\pi}{R_i} < k < \frac{\pi}{2R_i} + \frac{2\pi}{R_i} \\
-N_i \sqrt{\left(\frac{\pi}{2R_i}\right)^2 - (k + \frac{\pi}{2R_i} - \frac{n2\pi}{R_i})^2}, & \frac{\pi}{2R_i} + \frac{2\pi}{R_i} < k < \frac{2\pi}{R_i} 
\end{cases}
\]

(11)

n=0,1,2,... This k dependence differs also from that of the fitting function [Eq. (8)] used in FEFFIT. In Figs. 3(a) and 3(b) the term χ₁(k) calculated by Eq. (11) for N₁=3, R₁=2.0 Å and the total signal χ(k) for N₁=3, N₂=1, ΔR=0.2 Å, are presented. In Figs. 3(c) and 3(d) F(R) of χ(k), obtained by Δk=10 Å⁻¹ and Δk=3 Å⁻¹, are compared with the fitting curves, obtained by the true (3+1) model. The results of the FT analysis, performed by different fitting models (3+1), (2+2), (2+3), (1+2+1), etc, are similar to those presented in Fig. 2 and show that the restoring of the true (3+1) model, used in the direct calculation of χ(k), is again obtained by the used approach of FEFFIT beginning from the same values of ΔR, as are predicted by the expressions (4) and (5).

**B. Signals χ(k) with the k dependence close to that of the fitting function**

In this section, the signals χ(k) are considered, which have the functional forms of k dependence sufficiently close to the fitting function [Eq. (8)] of FEFFIT, and contain two parameters R₁ and R₂ of different values, including the ones, not distinguished according to Eqs. (4) and (5).

**FIG. 2.** The goodness of the fits (χ²), obtained by different fitting models for χ(k), as a function of ΔR=|R₂−R₁| value used in the direct calculations of χ(k) by Eqs. (9) and (10) with σ²=0.005 Å². Solid curve—fit by (3+1) or the true model; dotted curve—(2+2); dashed-dotted curve—(1+3); dashed curve—single term fit.

**FIG. 3.** χ₁(k) calculated by Eq. (11) with R₁=2.0 Å—(a); the total signal χ(k), calculated by Eqs. (9) and (11) for (3+1) model with ΔR=0.2 Å—(b); [F(R)]—the results of FT of χ(k), obtained for Δk=10 Å⁻¹—solid curve in (c) and for Δk=3 Å⁻¹—solid curve in (d), are compared with the results of corresponding fits by (3+1) model—dotted curves in (c) and (d).
The first of the studied signals is of the simplest model, determined by the expression (9) with \( \chi_i(k) = N_i \sin(2kR_i) \), \((i=1,2)\). Calculations of \( \chi(k) \) were performed at the fixed values of \( N_1 = 4 \), \( N_2 = 2 \), named as \((4+2)\) model with \( R_1 = 2.0 \text{ Å} \) and \( R_2 \) changed from 2.0 to 2.7 Å, to get the resulting \( \chi(k) \) at the values of \( \Delta k \) from 0 to 0.7 Å. The factor \( \exp(-2\sigma^2k^2) \) is included to make the expression for \( \chi(k) \) closer to Eq. (8). The value of parameter \( \sigma^2 = 0.005 \text{ Å}^2 \) was used.

Considering this theoretical \( \chi(k) \) at each of the above values of \( \Delta k \) as the unknown signals to be studied, the FT was applied to them over the two intervals \( \Delta k = 10 \text{ Å}^{-1} \) and \( \Delta k = 3 \text{ Å}^{-1} \). The obtained \( F(R) \) were fitted by the same FEFFIT approach as in Sec. II A, using an alternative models for \( \chi(k) \): \((3+3)\), \((4+2)\), \((5+1)\), \((2+2+2)\), \((3+2)\), etc. The varied parameters were \( R_i \) \((i=1,2,…—depending upon the model)\) and common \( \sigma^2 \). For the single-term fit, \( N, R, \sigma^2 \) were varied. The goodness of the fits as a function of \( \Delta R \), obtained by some of these models, is compared in Fig. 4. As can be seen, the true model \((4+2)\) for \( \chi(k) \) becomes preferable among others beginning from the value of \( \Delta R \approx 0.03 \text{ Å} \) for \( \Delta k = 3 \text{ Å}^{-1} \) and beginning from \( \Delta R \approx 0.015 \text{ Å} \) for \( \Delta k = 10 \text{ Å}^{-1} \). Beginning from these \( \Delta R \) values the true model gives also the correct values of parameters \( R_1 \), \( R_2 \), and \( \sigma^2 \) used in the initial calculations of \( \chi(k) \). It should be noted that these boundary values of \( \Delta R \) are of approximately ten times smaller than the limits established by Eqs. (4) and (5) for the studied signal.

To examine the signals of x-ray absorption spectroscopy, Fourier analysis was applied to theoretical \( \chi(k) \), calculated for different models of As local structure distortions in indium arsenide (InAs), which occur at high pressures.23 The
basis for these calculations is provided by the agreement of theoretical As $K$-edge absorption spectrum, calculated by FEFF8, with the experimental spectrum of InAs at 0.4 GPa, which can be used as a reference compound for structural analysis of InAs at high pressures. In the first column of Table I the following models of As local structure are presented: (i) isolated distorted In tetrahedron; (ii) distorted In tetrahedron surrounded by the middle-range order (MRO) of zinc-blend structure; (iii) distorted In octahedron surrounded by the MRO of rocksalt structure (NaCl). The distortions of coordinating polyhedrons were made so as to get the above obtained boundary value of $\Delta R=0.03$ Å in radial distribution of As-In distances. The value of parameter $\sigma^2=0.007$ Å$^2$, typical for metals at room temperature, was used in $\chi(k)$ calculations. These theoretical $\chi(k)$ were considered as the unknown signals for study, Fourier transformed over $\Delta k=4.0$ Å$^{-1}$ and the results of the fit corresponding $F(R)$, performed by some of the alternative models of As coordination are presented in Table I. The photoelectron backscattering amplitudes $f_{\text{As-In}}(\pi, k)$ used in the FT analysis were calculated at As-In distance $R_{\text{As-In}}=2.7$ Å—the the averaged value over the most plausible As coordinations. Performed testing of the stability of the results of Table I upon the possible inaccuracies in $f_{\text{As-In}}(\pi, k)$ determination revealed that this amplitude is suitable for the structural analysis of samples with As-In bonds distributed from $\sim 2.5$ to 2.9 Å.

As can be seen from the Table I, the true model of As local-structure distortion, characterized by $\Delta R=0.03$ Å in radial distribution of In atoms around the absorbing As, is preferable among other models within the used approach and gives the correct values of distances $R_{\text{As-In(1)}}$, $R_{\text{As-In(2)}}$, and $\sigma^2$.

III. EFFECT OF STATISTICAL NOISE IN THE ANALYSIS OF ENERGY RESTRICTED X-RAY ABSORPTION SPECTRA

The effect of statistical noise in experimental x-ray absorption spectrum on the values of structural parameters determined by the extended $\Delta k$ ranges of EXAFS data was studied. In this section an analysis quite similar to Ref. 26 is performed for the energy-restricted x-ray absorption spectra with $k$ ranges of $\sim 3$ or 4 Å$^{-1}$. The aim is to reveal the effect of statistical noise on the boundary values of $\Delta R$ in the true model of radial distribution of atoms around the absorbing atom, at which this model can be distinguished among other alternative models of local structure distortions by the used approach. For this purpose the intensity under statistical noise $I^{\text{st.n.}}$ was simulated via calculations using the expression: $I^{\text{st.n.}}(E_j)=I(E_j)(1+\epsilon_j)$, where $E_j$ is the $j$th energy point in spectrum, $I(E_j)$—the intensity calculated without the noise, $\epsilon_j$—is the value of the statistical noise in $j$th point. Assuming that the noise in the incident intensity $I_0$ is negligible, compared to that for transmitted intensity $I$, the account of statistical noise in the calculations of $\chi(k)$ can be done by the expression

$$\chi^{\text{st.n.}}(k_j) = \chi(k_j) + \ln[1/(1+\epsilon_j)].$$  \hspace{1cm} (12)

Calculations of $\chi^{\text{st.n.}}(k_j)$ in each point $k_j$ was performed by Eqs. (7), (8), and (12) for the (3+1) model of four indium atoms radial distribution around the absorbing As (named as a true model in this study), using $\sigma^2=0.005$ Å$^2$ and the value $\epsilon_j$, given by the random generator routine with the fixed noise amplitude $\epsilon_{\text{max}}$ (i.e., $|\epsilon_j|=\epsilon_{\text{max}}$). According the results of the uniform distribution of errors $\epsilon_j$ around the true value was used. The study of the statistical noise effect was performed for the amplitude values $\epsilon_{\text{max}}=0.1\%$, 0.5\%, 1\%, 2\%, ..., 10\%, via the following scheme: (1) for each value of the noise amplitude $\epsilon_{\text{max}}$ the 500 functions $\chi^{\text{st.n.}}(k_j)$ were calculated ($m=1, 2, \ldots, 500$), which differ one from another by the realizations of array $\{\epsilon_j\}$; (2) each func-

![FIG. 4. The goodness of the fits ($\chi^2$), obtained by different fitting models for $\chi(k)$, as a function of $\Delta R=|R_2-R_1|$ value used in the direct calculations of $\chi(k)$ by Eq. (9) with $\chi(k)=4\sin(2kR_1)$, $\chi(k)=2\sin(2kR_2)$, $\sigma^2=0.005$ Å$^2$. Solid curve—(4+2) or true model; dotted curve—(3+3); dashed-dotted curve—(2+4); dashed curve—single term fit.](image1)

![FIG. 5. Boundary values of $\Delta R$ in the true (3+1) model of As coordination by four In atoms, at which this model becomes preferable among others in FT analysis over $\Delta k=3$ Å$^{-1}$, as a function of noise amplitude $\epsilon_{\text{max}}$.](image2)
TABLE II. Results of FT over $\Delta k = 3 \ \text{Å}^{-1}$ of $\chi^\text{st.n.}(k)$ for distorted coordination of As by four In atoms and of the fit by the true (3+1) model at different values of statistical noise $\varepsilon_{\text{max}}$. The structural parameters determined by the fit are compared with their values used in the direct calculations of $\chi^\text{st.n.}(k)$.

<table>
<thead>
<tr>
<th>Noise amplitude, $\varepsilon_{\text{max}}$</th>
<th>Parameters $R_1$, $R_2$ (Å), $\sigma^2$ (Å$^2$) of analyzed $\chi^\text{st.n.}(k)$, used for its direct calculation at $N_1=3$, $N_2=1$</th>
<th>Values of parameters obtained by FT of $\chi^\text{st.n.}(m(k))$ (m=1, ...,500) on $\Delta k = 3 \ \text{Å}^{-1}$, by fitting of $F_m(R)$ and averaging over these 500 signals (3+1) fitting model</th>
</tr>
</thead>
</table>
| 0.1 %                                    | $R_1 = 2.00$, $R_2 = 2.05$, $\sigma^2 = 0.005$                                                                                  | $\chi^2 = 0.3$
$R_1 = 2.000 \pm 0.002$
$R_2 = 2.052 \pm 0.004$
$\sigma^2 = 0.005 \pm 0.001$

Model is preferable among others and gives:

- Histograms of $R_1$ and $R_2$ distribution

| 0.1 %                                    | $R_1 = 2.00$, $R_2 = 2.03$, $\sigma^2 = 0.005$                                                                                  | $\chi^2 = 0.4$
$R_1 = 2.001 \pm 0.005$
$R_2 = 2.020 \pm 0.01$
$\sigma^2 = 0.0049 \pm 0.0001$

Model is not preferable. Its parameters:

- Histograms of $R_1$ and $R_2$ distribution

| 1 %                                      | $R_1 = 2.00$, $R_2 = 2.10$, $\sigma^2 = 0.005$                                                                                  | $\chi^2 = 4.0$
$R_1 = 2.002 \pm 0.005$
$R_2 = 2.090 \pm 0.015$
$\sigma^2 = 0.005 \pm 0.001$

Model is preferable among others and gives:

- Histograms of $R_1$ and $R_2$ distribution

| 1 %                                      | $R_1 = 2.00$, $R_2 = 2.05$, $\sigma^2 = 0.005$                                                                                  | $\chi^2 = 5.0$
$R_1 = 2.002 \pm 0.014$
$R_2 = 2.045 \pm 0.042$
$\sigma^2 = 0.005 \pm 0.001$

Model is not preferable. Its parameters:

- Histograms of $R_1$ and $R_2$ distribution
tion $x_m^{\alpha,n}(k_i)$ was considered then as the unknown signal with parameters to be determined. This determination was performed applying FT to $x_m^{\alpha,n}(k_i)$ and the obtained $F_m(R)$ was fitted both by the single shell models (with varied parameters $N$, $R$, and $\alpha^2$) and by the alternative models for local structure distortions in the absorbing atom’s coordination (varied parameters were $\sigma^2$ and $R_i$, $i=1,2,\ldots,$ - depending on the analyzed alternative model of atoms radial distribution); (3) under each value of noise amplitude $\varepsilon_{\text{max}}$, the obtained structural parameters of $x_m^{\alpha,n}(k_i)$, including the fit quality $\chi^2$, were averaged over all these 500 signals and histograms of $R_i$ distribution were plotted.

Figure 5 shows the effect of the statistical noise on the boundary value of $\Delta R=R_2-R_1$—the difference of two interatomic distances in the true $(3+1)$ model of local structure distortions, at which this model becomes preferable among others (single shell model, $(2+2)$, $(1+2+1)$ models, etc.) in the used FT analysis over $\Delta k=3$ Å.

The more detailed information of the distinguishability of the true $(3+1)$ model with different values of $\Delta R$, at the values of statistical noise amplitude $\varepsilon_{\text{max}}=0.1\%$ and $1\%$, is presented in Table II together with the determined values of structural parameters of $(3+1)$ model and the histograms of $R_1$ and $R_2$ distribution.

The obtained significant reduction in the low bound $\Delta R$ in the problem of interatomic distances resolution by energy restricted x-ray absorption spectra, compared to that estimated by Eqs. (4) and (5), can be explained by the following most plausible reasons: (i) as was mentioned above, the expressions (4) and (5) are rough enough for XAS analysis since the boundary conditions for the signals, used to derive Eqs. (4) and (5), are weakly suitable for XAS; (ii) the use of the functional form for the fitting function, the same as of the studied signal, is equivalent (for the fit under the fixed signal’s extension $\Delta k$ and fixed $R_\text{max}$) to the increase in the sampling points number of the signal. Under this oversampling, the application of the nonlinear curve fitting procedure permits to analyze the asymmetry of the coordinating atoms Fourier peak in $F(R)$, defined now by the smaller steps $dR$, which results in the decrease in the low bound $\Delta R$ in the true model of local structure distortions, when this model can be distinguished among others by the used approach.

IV. SUMMARY AND CONCLUSIONS

The analysis of applicability of the existed criteria for close distances resolution within XAS approach, based on FT and fitting procedures, is performed without losing generality by theoretical signals of different $k$ dependencies. The following conclusions can be made: (1) The expression $\Delta R=\pi/(2.\Delta k)$, used in x-ray absorption spectroscopy to estimates the possibility of close interatomic distances resolution ($\Delta k$ is the extension of the signal in the photoelectron wave numbers $k$ scale), establishes the lower boundary for the difference $\Delta R=|R_2-R_1|$ in the two parameters $R_1$ and $R_2$ of the arbitrary shape signal, which can be distinguished by FT and fit of $F(R)$ in general case—when the functional form of $k$ dependence of the used fitting function differ from that of the studied signal. (2) If the functional form of $k$ dependence of the fitting function is the same as of the studied signal $\chi(k)$ (as occurs in x-ray absorption spectroscopy) then the FT of $\chi(k)$ over $\Delta k=3$ or 4 Å$^{-1}$ and the fit of $F(R)$, performed by alternative models of radial distribution of atoms around the absorbing one, enable to distinguish the true model among others beginning from $\Delta R=0.03$ Å, and obtain the correct values of this model’s parameters $R_i$ and $\sigma^2$. The revealed boundary value for $\Delta R$ is approximately ten times smaller than that estimated by expression (4). (3) Statistical noise in intensity of spectrum increases, according to the obtained dependence of Fig. 5, the boundary value of $\Delta R$ in the true model of local-structure distortions, at which it can be distinguished among other models by the used approach. Thus, the noise value of $\sim1\%$, big enough for current XAS measurements, increases the boundary value of $\Delta R$ from 0.03 to 0.06 Å.
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